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I. CURRENT POSITION AND AREAS OF EXPERTISE (CV attached) 
 

A. I currently serve as Director of UC Berkeley's Center for Teaching and Learning (CTL). 
In this capacity, I create, lead,  and facilitate a variety of faculty development programs. 
Such programs include the Teaching Excellence Colloquium for new faculty, and the 
Presidential Chair Fellows Curriculum Enrichment Grant program, which aims to 
develop, improve, transform, and examine core areas of the undergraduate curriculum. 
Having consulted within each School and College across the campus, I provide individual 
and small group expert consultations with faculty on course-level pedagogy and 
assessment, oftentimes coupling consultations with classroom observations of teaching 
and the interpretation of student course ratings. In my 7+ years of professional experience 
in this field, I have reviewed as part of consultation thousands of SETs - seeing firsthand 
both their utility and misuse. 

 
B. I am frequently invited to deliver custom workshops at UC Berkeley to faculty groups 

and departments on teaching and learning topics. Active in efforts to help faculty improve 
and innovate their pedagogy, and spotlight their successes, I launched and continually 
write for the Berkeley Teaching Blog, and author content for the Teaching@Berkeley 
newsletter.  

 
C. I have been teaching courses at both the undergraduate and graduate levels since 2001 at 

institutions such as Pennsylvania State University, Arizona State University, and now at 
UC Berkeley. These courses have ranged across the areas of rhetoric and communication 
to education. The courses in education have focused on today’s college student, and 
factors related to teaching and learning including evaluation.  

 
D. I have professional experience in the evaluation of teaching, often sought out as a 

consultant and resource to inform the process and improve it, and within this a focus on 
the use and administration of student evaluations of teaching. I have published and 
presented widely on topics such as: An evaluation of student evaluations (2014, 2016), 
how social media impacts learning and student use of technology in the classroom 
(2010), ways to leverage faculty enrichment efforts to broaden participation and impact 
(2010, 2014), and fostering teaching excellence (2011, 2012, 2015, 2016). I also have 
served as a reviewer of conference proposals and scholarship of teaching and learning for 
national organizations and leading journals in the areas of pedagogy, student learning, 
and teaching improvement and evaluation, including for PODNetwork (most prominent 
international organization for professionals in the field of faculty development, teaching 
and learning).  

 
E. As an ex officio staff representative to UC Berkeley’s Academic Senate Committee on 

Teaching, I co-authored a white paper articulating ways to systematically improve the 
evaluation of teaching process and lay out practical means to change the current practices 
that fall outside existing policy. 
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F. I have been an invited speaker and leader of international programs on faculty 

development, teaching and learning, and the evaluation of teaching. I have conducted 
such programs and delivered talks at the Kuwait Foundation for the Advancement of 
Society, the UC Berkeley Center for Studies in Higher Education, the University of 
Toronto and have been invited to do so at Tokyo Tech University and in Beijing, China 
for the Chinese Ministry of Education’s National Association of Education 
Administrators later in 2016.  

 
G. In my role as Director of the CTL at Berkeley, I am often asked to write letters of 

assessment in support of personnel cases up for merit and promotion, and often asked by 
the faculty member and the review committee for an expert interpretation of the student 
evaluations, within the context of additional sources of evidence. 

 
H. Appendix 1 is my current Curriculum Vitae. 

 
I. All opinions set forth below are my own. 

 
II. SUMMARY OF OPINIONS 

 
A. I understand that student evaluations of teaching (SET) are called Faculty Course Surveys 

(FCS) at Ryerson University. I use the term SET below. 
 

B. Aspects of teaching SETs do and do not measure. 
 

1. There is little consensus on what SET do measure. SET ratings have been shown 
to have high correlation with students’ grade expectations (Marsh & Cooper, 
1980; Short et al., 2012; Worthington, 2002), reaction to instructor attractiveness 
(Ambady & Rosenthal, 1993), along with many other unrelated characteristics 
(these and others will be addressed in detail later in the report). 

 
2. Student Evaluations of Teaching (SETs) are primarily measures of student 

satisfaction with their experience in a course. SETs do not accurately measure a 
faculty member’s teaching effectiveness as a single source and method. While 
there is some debate in the literature, there is no compelling correlation between 
student learning and more highly rated instructors. In fact, whether a student is 
satisfied with their experience in a course depends on many confounding factors 
that have nothing to do with the instructor’s teaching effectiveness. Many of the 
factors that affect SETs are not what should be affecting SETs (e.g., Was the 
student earning the grades they thought they deserved throughout the course? 
Was this a required course on a topic the student did not wish to take? Did the 
student find the instructor’s accent or appearance to be pleasant or unpleasant?). 
More so, while the debate in the literature persists, a recent well-documented 
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review and analysis exposed flaws in the findings from many seminal studies 
advocating SETs as a measure of teaching effectiveness because they are 
reflective of student learning. In Uttl et al’s (2016) review and re-analyses of 
previous analyses they found that the moderate SET-learning correlations 
reported were an artifact of small study size effects. When the SET-learning 
correlations were re-analyzed taking into account the small study size effects, the 
estimated SET-learning correlations dropped to near zero for nearly all of the 
SET-learning correlations reported in the previous analyses. As a result, SET 
surveys are often known as a measure of “customer satisfaction” (Beecham, 
2009, p. 135). 

 
3. Students should not be used to rate the adequacy, relevance, and timeliness of the 

course content nor the breadth of the instructor's knowledge and scholarship 
(Scriven, 1995). Most students lack the expertise needed to comment on whether 
the teaching methods used were appropriate for the course, if the content covered 
was appropriate for the course, if the content covered was up-to-date, if methods 
of student engagement used were appropriate to the level and content of the 
course, if the assignments were appropriate for promoting and assessing their 
own student learning, if what they learned has real world application, if what they 
learned will help them in future classes, if the type of assistance, help or support 
given to students was appropriate to the learning goals of the class, if the 
difficulty level of the course material was at an appropriate level, and if the 
course or the instructor was excellent, average or poor overall. 

 
4. A point of clarification: SETs are not technically an instrument of measurement - 

although they are too often inappropriately used as such. Even proponents and 
advocates for SETs make it a clear point that they are not a tool to evaluate 
teaching, but rather a ratings method. As SET advocate and scholar Nira Hativa 
wrote in a 5/31/2016 post to the Forum for Teaching and Learning in Higher 
Education : “[W]hat SETs can contribute is insight into the experience of students 
who are in the class throughout a course. First, indeed and agreed upon by all 
experts, SETs do not measure teaching effectiveness (or teaching quality)! Rather 
than that, SETs do present students' perceptions/opinions of their teachers. 
Second, SETs do not measure - ratings and measuring are two different 
concepts.” 

 
5. Current students are well positioned to comment on their own experience of the 

class and inputs like: instructor's ability to communicate clearly, enjoyment, 
difficulty or ease, engagement or boredom, if an elective then whether they plan 
to take a sequel course, favorite/least favorite part of a course, whether they 
would recommend this course to other students, hours spent per week outside of 
class, and background information about pre-requisites taken or other courses in 
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the field. Even within these areas of student ratings, student comments can be 
valuable, but interpreting them is troublesome. 

 
C. Effect of response rates on reliability of SETs 

 
1. Response rates and who responds matter overall, and particularly in course 

evaluations administered online. Generally, two-thirds response rate is a 
minimum standard to inform the ability to present the spread of ratings as 
adequately representative of the class (Davis, 2009). This means the data can be 
used, but should be done so with caution and as part of a larger composite from 
multiple sources and methods of teaching effectiveness. Anything less than 100% 
response rate can be misleading in regard to the data and its interpretation (Davis, 
2009), and even at 100%, SETs should never be used as the sole source of 
evaluating teaching effectiveness. Experts recommend further that when the 
minimum standard response rate is not met, the data should be interpreted 
cautiously for personnel decisions (Davis, 2009; Cashin, 1999; Theall and 
Franklin, 1990). 

 
2. Responders are not a random sample and there is no reason their responses 

should be representative of the class as a whole. It is inappropriate to extrapolate, 
and therefore anything less than a 100% response rate can begin to impact the 
reliability of the spread of ratings.  

 
3. Response rates and who responds significantly impact evaluations administered 

online - not necessarily because of the evaluation medium itself, but because of 
the students captured through the method. In a pilot study conducted at UC 
Berkeley, we found that the evaluations administered online capture a third group 
of students who traditionally were not responding to SETs - students who are 
enrolled, but do not attend class. Findings showed that not-in-class (absent) 
students tend to rate instructors and the course systematically lower on every 
survey item than those who attend class regularly (see graph below from UC 
Berkeley report which compares average ratings on question items across SETs 
administered on paper in-class in blue, online by students who attend class 
regularly in red, and online by students who do not regularly attend class in 
green). On measures related to academic performance, the absent group stands 
out. Compared to their counterparts enrolled in the course, the absent group tends 
to be less far along in their studies (though not necessarily younger), had a lower 
prior-term GPA, and earned lower grades in the course on average. Absent 
students who can now complete SET online disproportionately affect average 
question ratings and it brings up questions about the reliability of these responses 
if the students have not been actively attending class. These students tend to 
provide the most negative evaluations, producing a tendency for online 
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evaluations to be more negative than evaluations administered in-class on the 
whole. 

 
 

4. Because of the need for instructors to garner high ratings and  high response rates, 
which will inevitably include students who do not have a positive experience in a 
course for reasons outside of teaching effectiveness, teaching to SETs occurs. 
Instructors are disincentivized to improve and innovate teaching, and are instead 
incentivized to focus on approaches not driven by increasing student learning 
(e.g., lower course rigor) that are highly correlated to increased student ratings.  

 
D. How personal characteristics of the instructor and/or student affect SETs.  

 
1. Ambady and Rosenthal (1993) found that students’ opinions about teachers are 

formed within seconds of being exposed to the nonverbal behavior and physical 
attractiveness of these teachers. Since that initial work was done, bias studies 
have also focused on other personal traits that are considered strongly related to 
SETs (Spooren et al., 2013). Examples include not only physical attractiveness 
(Campbell et al., 2005; Gurung & Vespia, 2007; Hamermesch & Parker, 2005; 
Riniolo et al., 2006), but also instructor fairness (Wendorf & Alexander, 2005), 
professor attitude (Kim et al., 2000), image compatibility as a subjective 
assessment of how well various images align (e.g., image of current teacher as 
compared to subjective image of ideal teacher; Dunegan & Hrivnak, 2003), 
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instructor likability (Delucchi, 2000), and initial impressions of a teacher (Tom et 
al., 2010). At the same time, bias studies have also examined student 
characteristics such as level of motivation, prior ability, and prior education in 
the field of the course (Langbein, 2008). 

 
2. Gender matters (instructor and student). SET are affected by gender biases and 

stereotypes. In an example of how the gender of the student and  instructor both 
matter, Boring (2015) demonstrated how male first-year undergraduate students 
favor male instructors with higher ratings, even though there is no difference 
between the academic performance of male students of male and of female 
instructors. MacNell et al. (2015) exposed similar bias based on instructor 
gender, showing when students think an instructor is female, students rate the 
instructor lower on every aspect of teaching, including putatively objective 
measures such as the timeliness with which instructors return assignments. 
Arbuckle and Williams (2003) demonstrated bias based on instructor gender 
finding that when students were told an instructor was young and male, students 
rated the instructor higher than for the other three combinations of young female, 
old male, old female, especially on “enthusiasm,” “showed interest in subject,” 
and “using a meaningful voice tone.” Ottoboni et al. (2016) further revealed that 
the association between SET and (perceived) instructor gender is large and 
statistically significant, and that the bias based on gender of both instructors and 
students varies by factors such as discipline. Instructors whom students believed 
were male received significantly higher average SETs. Using data sets from both 
the U.S. and France, they concluded that “SET primarily do not measure teaching 
effectiveness, that they are strongly and non-uniformly biased by factors 
including the genders of the instructor and student, that they disadvantage female 
instructors, and that it is impossible to adjust for these biases” (p. 2).  

 
3. Ethnicity and Race matter. Instructors of color tend to receive SET ratings that 

are biased downward (Huston, 2005; Basow et al., 2013; Boatright- Horowitz & 
Soeung, 2009; McPherson & Jewell, 2007; Smith, 2007; Smith and Anderson, 
2005). Scholars have revealed a number of contributing insights and factors, 
including how Blacks and Asians were evaluated more negatively than White 
faculty in terms of overall quality, helpfulness, and clarity (Reid, 2010), and how 
the adjectives used to describe faculty in evaluations are less favorable as 
compared to White (male) faculty (Storage, 2016), how complaints from students 
in evaluations against Nonnative English speakers stem from a broader project of 
social exclusion and bias against accents (Subtirelu, 2015), and how racial 
minority faculty are rated lower across ratings of the quality of instruction 
(Babad, Darley, & Kaplowitz, 1999; Fortson & Brown, 1998; Ogier, 2005).  

 
4. Age matters. Age has been found to negatively impact teaching evaluations. 

Bianchini et al. (2013), showed that student evaluations fluctuate based on 
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inherent characteristics of aged appearance, which are not changeable by an 
individual instructor. 

 
5. Attractiveness matters. Instructors who appear attractive receive better student 

ratings (Hamermesh & Parker, 2005; Riniolo et al., 2006; Wolbring and Riordan, 
2016). Wolbring and Riordan (2016) showed study participants a three-minute 
engineering lecture presented by a computer-animated professor who varied by 
gender and race (Black, White). They found that more attractive instructors 
receive better ratings. In fact, attractiveness ratings significantly correlated with 
each of the teaching dimensions. 

 
6. What students read from other students matters. One study by Legg and Wilson 

(2012), found that comments on RateMyProfessors.com influence the attitude of 
initially unbiased students that then impacts the course SET negatively. 

 
E. How course characteristics affect SETs. 

 
1. Electives. Students tend to rate courses in their major field and elective courses 

higher than required courses outside their major (Marsh and Dunkin, 1992; 
Marsh and Roche, 1997; McKeachie, 1997). 

 
2. Class size and discipline. Instructors of very small classes tend to receive higher 

ratings (e.g., <40). Gifford’s (2007) findings suggest that crowding adds 
environmental stress and thus negative outcomes in a classroom and on SETs. 
Furthermore, findings show that quantitative courses are more negatively rated 
than non-quantitative courses because of student interest (Uttl et al., 2013). 
Humanities instructors tend to receive higher ratings than instructors in the 
physical sciences, with social and behavioral sciences in between (d’Apollonia 
and Abrami, 1997; Marsh and Dunkin, 1992; Marsh and Roche, 1997; Ory, 2001; 
Monks & Schmidt, 2010). 

 
3. Innovation. In my experience, students negatively associate innovation in 

teaching as beneficial to their course experience. New or revised courses 
frequently get lower-than-expected ratings the first time out, and if the 
pedagogical approach used is novel to the students, the ratings will continue to be 
poor in subsequent iterations. I have worked with instructors teaching two 
sections of the same course, and conduct one in a traditional lecture format, and 
the other using active learning. With all other things being equal, the active 
learning course section is rated systematically lower. Additionally, despite 
evidence of increased learning gains, students report that they learned less in an 
active learning course versus a lecture course (Lake, 2001). This negatively 
impacted student ratings of course and instructor effectiveness, and open-ended 
responses from studies and in my review of SETs commonly share the incorrect 
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belief that: “The instructor did not teach me anything.” An over-reliance on SETs 
as a measure of faculty performance in teaching serves to deter pedagogical 
improvement and innovation. 

 
F. Effect of subject area on SETs. 

 
1. In certain subject and topical areas, it is necessary to address sensitive, 

challenging, and controversial topics. In these courses, I have worked with 
countless high quality instructors (those whose students have performed at high 
levels, and have garnered high SET ratings in non-controversial topical courses) 
who receive poor SETs. The explanation stems from the comments, which often 
speak to a student’s anger or resistance to confronting diverse perspectives and 
viewpoints. Courses addressing these kinds of topics may include discussions 
about anything from Evolution to Race to Society and more. Williams and Ceci 
(1997) and Schueler (1988) both found that professors may feel inhibited from 
discussing controversial ideas or challenging students' beliefs, for fear that some 
students will express their disagreement through the course evaluation form. 
SETs have been described as "opinion polls," suggesting that SET require 
professors to seek to avoid giving offense and putting style before substance if 
high student ratings are the aim. 

 
G. Reliability and timing of SET administration. 

 
1. Since grades and grade expectations have a strong influence on student 

experience, timing of the administration of the SET can significantly impact the 
outcome. The stress and anxiety level of the student fluctuates throughout the 
semester, usually at its highest around/during the final exam. Does the student 
feel prepared for the exam and therefore less anxious as they complete the SET 
immediately prior? This may prompt a more positive evaluation. Is the student 
lacking confidence with high anxiety while completing the SET after feeling as if 
they struggled on the exam? This could result in lower SET ratings. 

 
2. The mean averages for all questions tend to be lower when administered late in 

the semester. Witt and Burdalski (2003) found that evaluations administered on 
the last day of the semester were lower than at the 11-week mark of a 14-week 
semester despite self-report data from the student sample that stated opinions of 
instructor effectiveness were the same or higher than when tested previously. 
Other findings come from Aleamoni (1981) and Braskamp et al. (1984), who 
suggest that evaluation results may be affected if administered before or after an 
examination. Braskamp et al. (1984) reported that student ratings collected 
during the final examination are lower than ratings collected during the semester 
and recommend administering the student evaluation instrument during the final 
two weeks of the semester. 
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H. Reliability of anonymous responses to open-ended questions. 

 
1. Anonymous responses to open-ended SET questions should be a source of 

information which provides additional context to the numerical ratings, but are as 
reliable as SET’s overall in terms of their inherent biases. In other words, they 
are not reliable as an indicator of teaching effectiveness and good pedagogy. The 
fact that the comments are anonymous further hinders their reliability because of 
how that anonymity enables students to provide information that raise concerns 
about their own credibility as a source of information. This is exacerbated in 
evaluations administered online where students appear to feel even more 
anonymous without identifiable handwriting, and we are seeing the emergence of 
“trolling” in online evaluations.  

 
2. For example, in a course offered at UC Berkeley this past spring in the Social 

Sciences, a student responded anonymously that, “The only strength she [the 
professor] has is she’s attractive, and the only reason why my review is 4/7 
instead of 3/7 is because I like the subject.” Neither of these sentiments has 
anything at all to do with the teacher’s effectiveness or the course quality, and 
instead reflect gender bias and sexism.  

 
3. Comments can be extremely valuable, helpful and informative to provide 

additional context to a summative review of teaching, but are not measures to 
rely upon as there is no appropriate way to use the qualitative data and account 
for the inherent biases. They are a source of subjective impressions of an 
experience. They help paint a picture and add depth to the numerical scores, at 
times. But even then, I find it common to see internally conflicting SETs where 
rating numbers are high and open-ended responses negative, and vice versa - 
even on matching pair question items from likert to open-ended. Comments can 
also illuminate where bias explicitly taints a student’s rating. As a result, certain 
SETs could be disqualified from being included in reporting based on explicitly 
biased comments and therefore ratings (e.g., see comment in #2 above). 

 
4. Not surprisingly, signed ratings are more positive than anonymous ratings (Blunt, 

1991; Braskamp & Ory, 1994; Centra, 1993). This may be due to fear of 
retribution (Feldman, 1979). 

 
I. Given the limitations of SETs, there are better ways to assess teaching effectiveness. 

 
1. Agreed by both proponents and opponents of SETs, no single source or method 

of teaching evaluation should be used on its own. The consensus is that a 
teaching dossier is the ideal tool for assessing teaching effectiveness, 
incorporating SETs as part of a larger composite of one’s teaching. Davis (2009) 
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explains that while student rating forms are administered at the end of the term to 
survey students’ opinions about a course, a substantial body of research has 
concluded that administering well-crafted questionnaires to students makes sense 
as only one source of information for evaluating teaching. Research has also 
shown that reviewing end-of-course questionnaires alone tends not to help 
instructors improve their teaching (Hampton and Reiser, 2004; Kember et al., 
2002; Marincovich, 1999; Nasser and Fresko, 2002; Schmelkin et al., 1997).  

 
2. Evaluation of teaching plays a significant role in decisions regarding 

advancement and promotion. Thus, it is imperative that clear documentation of 
teaching ability and teaching contribution be included in advancement and 
promotion cases. Research clearly demonstrates that while any single source of 
reliable information about a faculty member’s teaching is valuable, SETs alone 
do not provide a complete or reliable picture for evaluation (Davis, 2009). 
Indeed, for the reasons already described in this report, SETs can be biased and 
misleading. Therefore, multiple sources provide complementary perspectives on 
various aspects of teaching and together comprise a more comprehensive and 
accurate portrait of teaching as a complex and scholarly activity.  

 
3. Teaching dossiers provide documented evidence of teaching and context for that 

evidence, drawn from a variety of sources. Dossiers provide the opportunity to 
evaluate teaching longitudinally, situating teaching as an ongoing process of 
inquiry, experimentation, and reflection (e.g.,  Braskamp and Ory, 1994; Murray, 
1997; O’Neil and Wright, 1995; Mues and Sorcinelli, 2000; Knapper and Wright, 
2001; Seldin, et al., 2010). A teaching dossier would typically include the 
following items:  

a) Departmental letter summarizing the candidate's teaching - An effective 
letter will describe departmental teaching evaluation procedures, the 
nature and quality of a candidate's teaching, and the evidence upon which 
this evaluation is based;  

b) Candidate's statement - It is helpful if candidates provide a written 
statement of their teaching approach, including the goals of specific 
courses and choices of teaching strategies, along with their efforts to 
improve instruction and respond to criticisms of their teaching 
performance made by students on end-of-course evaluations;  

c) Description of courses taught - A list of courses and enrollment should 
be included; Description of student research directed - Candidates may 
want to describe their role in directing senior theses, masters and doctoral 
studies, and postdoctoral scholars;  

d) Peer evaluation - Reports or letters about the candidate's teaching 
performance from faculty colleagues familiar with the content could be 
included in the dossier while the letters should cite the basis and 
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evidence for judgments made (observation, review of instructional 
materials, and so on);  

e) Student ratings - Student rating data (distributions and response rates; no 
averages) for each different course taught in the period under review 
should be presented. In addition, the dossier could include letters from 
current students or summaries of interviews;  

f) Alumni evaluation - Former students, as well as teaching assistants, can 
provide information about a candidate's teaching performance in the form 
of group interviews, or summaries of surveys of alumni that specifically 
address the candidate's teaching. 

 
4. Colleges and universities have found the dossier to provide excellent 

documentation for both formative and summative purposes (Edgerton et al, 
1991). Root (1987) conducted one of the few studies that investigated colleagues’ 
evaluations of teaching dossiers and concluded that a committee of colleagues 
could provide sufficiently reliable assessments of a complete dossier. The 
dossiers included course outlines, syllabi, teaching materials, student evaluations, 
and curriculum development documentation—much of what is generally 
prescribed for a teaching dossier with the exception of teacher reflections and 
evidence of student learning. Ultimately, the best way to get a valid summative 
evaluation of teaching is to base it on a dossier containing data from multiple 
sources—ratings from students, peers, administrators, self-ratings, and learning 
outcomes—that reflect every aspect of teaching including course design, 
classroom instruction, assessment of learning, advising, and mentoring (e.g., 
Weimer, et al., 1988; Chism, 1999; Hoyt & Pallett, 1999; National Research 
Council, 2003). 

 
5. Seldin (1993), who has done some of the seminal research work on teaching 

dossiers, notes that professors “stand to benefit by providing tenure and 
promotion committees with their teaching dossiers. It provides evaluators with 
hard-to-ignore information on what they do in the classroom and why they do it. 
And by so doing, it avoids looking at teaching performance as a derivative of 
student ratings” (p. 8). 

 
6. There are some common pitfalls in the evaluation of dossiers for personnel 

decisions. Here they are offered as two don’ts: 
a) Don’t assume that everyone must teach in the same way . It is better to 

allow individual differences in teaching styles and techniques as long as 
they can be tolerated by department and institutional goals. In general, it 
is best to develop criteria within the smallest practical unit: the 
department level (Seldin et al., 2010). 

b) Don’t assume that standards and ratings will be the same across 
academic disciplines . Standards and ratings tend to fluctuate--sometimes 
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wildly and even unfairly. The same variation in standards and rating 
exists in all methods used to evaluate teaching. This is a very strong 
argument for the institution of a teaching dossier which allows a more 
comprehensive evaluation of teaching performance. Although popular 
and extensively used, appraisals of teaching based almost exclusively on 
student ratings is hardly the answer. It is better to install a teaching 
dossier program that has the advantage of documenting both the 
complexity and individuality of teaching and then refine the process of 
dossier evaluation so that it is accurate, fair, and complete (Seldin et al., 
2010). 

 
7. In terms of how to weight SETs and other dossier items for the purpose of 

evaluation, see Appendix 2 for an example of a teaching dossier evaluation form 
that helps to articulate what aspects of teaching should be considered in an 
evaluation, and how different sources, including SETs, could reasonably 
contribute to it. What we know about SETs is that they give us insight into the 
student experience, and this could reliably inform questions about whether 
classes are met on time, missed classes made up, and trends in student experience 
across courses. However, one should note the driving questions to prompt the 
review of various aspects of teaching in Appendix 2, and that most aspects of 
course design (e.g., whether materials and course content are appropriate for the 
course level, and if they represent the best work in the field), teaching 
methodologies (e.g., evidence of meaningful curricular development), content 
knowledge (e.g., currency of teaching materials, and whether they represent the 
best work in the field), student learning (e.g., if the grading philosophy is 
appropriate for the course/s taught, and evidence of real cognitive or affective 
student learning), and departmental responsibility (e.g., whether the faculty 
member seeks feedback about teaching performance, explores alternative 
teaching methods, and makes changes to increase student learning) cannot 
reasonably be addressed, or even informed, by SETs. 

 
J. What to provide readers of SET ratings when they are interpreting SETs. 

 
1. Distributions of SET scores should be reported, along with response rates. 

Response rates are important because the lower the response rate, the less 
representative the responses might be: there is no reason nonresponders should be 
like responders. Nonresponse produces uncertainty about the data, and the lower 
the response rate, the greater the uncertainty. Distributions are important because 
they can reveal insights into the student experience that can be obscured by 
diluting reporting to ratings’ averages. For example, there is a difference between 
the instructor who receives mostly mid-range scores indicating a common, 
mediocre student experience versus a bipolar distribution where students seem to 
either love or hate the course/instructor. This is very important information to be 
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considered when interpreting SET data, particularly in relation to the nature of 
the course (e.g., a course covering sensitive or challenging subjects may elicit 
negative student experience regardless of teaching effectiveness, which a bipolar 
distribution would help illuminate in context). 

 
2. Averages of scores should not reported. Personnel reviews routinely compare 

instructors’ average scores to departmental averages. Such comparisons make no 
sense. They presume that the difference between a 3 and 4 means the same thing 
as the difference between a 6 and 7. They presume that the difference between 3 
and 4 means the same thing to different students. They presume that 5 means the 
same thing to different students and to students in different courses. They 
presume that a 3 “balances” a 7 to make two 5s. For teaching evaluations, there is 
no reason any of those things should be true (McCullough and Radson, 2011). 
SET scores are ordinal categorical variables: The ratings fall in categories that 
have a natural order, from worst (1) to best (7). But the numbers are labels, not 
values. We could replace the numbers with descriptions and no information 
would be lost: The ratings might as well be “not at all effective,”…, “extremely 
effective.” It does not make sense to average labels. Relying on averages equates 
two ratings of 5 with ratings of 3 and 7, since both sets average to 5. Even if 
averaging made sense, the mere fact that one instructor’s average rating is above 
or below the departmental average says little. The distribution of scores for 
instructors and for courses should be reported, along with the percentage of 
ratings in each numerical category. 

 
K. The standardization of SET questions. 

 
1. The common use of SET by means of administering standard questionnaires to 

be completed (in most cases, anonymously) by all students across disciplines in a 
college/university is very problematic. Administering SET in a standardized way 
across an institution depersonalizes and ignores the complexity of teaching. It 
also ignores the contexts previously discussed in this report that affect ratings 
(e.g., qualitative versus quantitative course, required versus elective course). 
Instead, it asserts that everyone must teach in the same way to be rated well on 
standardized items, and that all instructors have equal opportunity to garner high 
ratings regardless of context. It is misleading to standardize SET across an 
institution because of what it will necessarily further obscure (e.g., biases that 
affect ratings based on course subject, type, format, level, content, etc.), and that 
the obscuring penalizes and ultimately discourages pedagogical experimentation 
and innovation - both things we want to encourage in order to promote increased 
student learning. This is why Seldin (2010) recommends that criteria for 
evaluation, and therefore the aligned SET questions for that criteria, be 
formulated at the department-level, and not beyond it. 
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2. The driving purpose of standardizing SET questions across any institution is to 
make comparisons of teaching effectiveness easier in merit and promotion 
decisions. The concept makes sense, but under scrutiny does not live up to the 
promise. The desire to compare teachers using a single source of ratings and 
quantifiable number/s does not align with actual teaching practice.  

 
3. First, teaching is a highly complex activity and the result is that teaching can be a 

lot of different things while being equally effective (and in many cases students 
still rate the experience poorly). To ask the same exact questions across large 
swaths of a campus, disciplines, etc. invites the removal of any context to the 
analysis of the results. For example, the faculty member teaching a course with 
critical subjects, without any additional context from an SET will invariably 
score lower than an elective major course - even if all other things are equal. 
Unique questions about how the course impacted one’s stance on an issue/topic, 
or how well the instructor addressed diverse viewpoints and included multiple 
perspectives in the classroom, make sense in these courses, but not others. Using 
SETs to compare faculty teaching effectiveness and performance does not make 
sense.  

 
4. Second, the desire to compare using SETs is a flawed approach. SETs have both 

practical and statistical issues that arise from trying to compare instructors and 
standardizing questions only exacerbates those issues. SETs were never designed 
as a tool to inform comparison, but as a way to capture student experience. There 
is no reason to think that we should be able to easily and quickly compare an 
instructor’s teaching effectiveness across different course levels, types, sizes, or 
disciplines. There are simply too many confounding, contextual, and unique 
factors at play that are lost by over-reliance on SETs, and particularly if they are 
standardized to only capture certain aspects privileged by an evaluating unit for 
the purpose of easy, quantifiable evaluation - which is itself a flawed proposition. 
With all of the confounding factors that exist within SETs, it does not make sense 
to assume that the same exact questions would be interpreted or answered the 
same across levels, sizes, types and institutions. The issue of who is composing 
the questions also raises concerns. Who gets to determine the questions? The 
nature of the questions make explicit a view of what teaching is and should be. 
Who gets to name it? And in that naming, students and faculty would have a 
justifiably wide variation in answering what teaching is and should be - making 
standardized questions unhelpful. 

 
5. Additionally, students’ interest in courses varies by course type (e.g., prerequisite 

or major elective). The nature of the interaction between students and faculty 
varies with the type and size of courses. These variations are large and may be 
confounded with SET (Cranton and Smith, 1986; Feldman, 1978; Feldman, 
1984). Ultimately, it is not possible to make fair comparisons of SET across 
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seminars, studios, labs, prerequisites, large lower-division courses, required 
major courses, etc. (McKeachie, 1997), let alone across an institution or 
institutions. 
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APPENDIX 2: TEACHING DOSSIER EVALUATION FORM 
Adapted from Seldin, 2010 

PART I: COMPOSITE EVALUATION 

Teaching Dossier Component- Suggested Focus in Examining Materials 

Course Design 
● Are materials and course content appropriate for the course level? 
● Do they represent the best work in the field? 
● Are they appropriately challenging? 
● What level of performance do the students achieve? 
● Do course requirements appropriately address critical thinking development? Writing skill          

development? 
● Are the teaching materials consistent with the course’s expected contribution to the            

department curriculum? 

Teaching Methodologies 
● How do this faculty member’s student ratings compare with others teaching similar courses? 
● What trends are apparent across courses? 
● What are this faculty member’s teaching strengths? Weaknesses? 
● Is there evidence of teaching improvement over time? 
● Is there evidence of meaningful curricular development? 
● Does the faculty member engage in team teaching? Interdisciplinary teaching? 

Content Knowledge 
● Are the teaching materials current? 
● Is the best work in the field represented? 
● Is the faculty member sought out as a resource in the discipline area by peers or students? 
● Does he or she seek opportunities to learn more about the subject? 
● Is there evidence that the professor uses expertise in settings outside the department? 
● Does the faculty member actively involve students in scholarship? 

Student Learning 
● Is the grading philosophy appropriate for the courses taught? 
● How suitable is the professor’s grade distribution? 
● Is there evidence of real cognitive or affective student learning? 
● Are the professor’s comments on student work appropriate? Thorough? Motivating? 
● Is there evidence of assistance provided by the professor to students who are preparing              

publications or conference presentations? 
● Do student essays, creative work, or fieldwork reports indicate deep, reflective thinking and             
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learning? 

Departmental Responsibility 
● Is this faculty member a “good citizen” with regard to teaching responsibilities? 
● Are classes met on time? Missed classes made up? 
● Does the professor instruct an appropriate number of students? 
● Does he or she take an active role in the improvement of instruction in the department? 
● Does the faculty member seek feedback about teaching performance, explore alternative           

teaching methods, make changes to increase student learning? 
● Does he or she make an appropriate contribution as a student advisor? 

 

PART II: COMMENTS AND OVERALL EVALUATION 
 
Please comment here on your overall evaluation of this faculty member as a teacher. 
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I. BACKGROUND  
 

A. After providing an expert report on Student Evaluations of Teaching (SETs) on 
September 30, 2016, I have been asked by the Ryerson Faculty Association to provide an 
additional Supplementary Report assessing the specific SET tool used at Ryerson 
University. This tool, referred to as "Faculty Course Surveys" (FCS), is found in 
Appendix F of the collective agreement between the University and the Faculty 
Association.  

 
II. SUMMARY OF OPINIONS 

 
A. Appropriateness of Faculty Course Survey (FCS) questions 

 
1. Students are not in a position to evaluate or comment upon the 

effectiveness of a course or instructor.  
 

2. As explained in section B #2 of my expert report:  
a) Student Evaluations of Teaching (SETs) are primarily measures of 

student satisfaction with their experience in a course.  
b) A student’s satisfaction with their experience in a course depends 

on many confounding factors that have nothing to do with the 
instructor’s teaching effectiveness. Many of the factors that affect 
SETs are not what should be affecting SETs (e.g., Was the student 
earning the grades they thought they deserved throughout the 
course? Was this a required course on a topic the student did not 
wish to take? Did the student find the instructor’s accent or 
appearance to be pleasant or unpleasant?). 

c) SETs do not accurately measure a faculty member’s teaching 
effectiveness. There is no compelling correlation between student 
learning and more highly rated instructors. 

 
3. As explained in section B #5 of my expert report: “Current students are 

well positioned to comment on their own experience of the class and 
inputs like: instructor’s ability to communicate clearly, enjoyment, 
difficulty or ease, engagement or boredom, if an elective then whether 
they plan to take a sequel course, favorite/least favorite part of a course, 
whether they would recommend this course to other students, hours spent 
per week outside of class, and background information about 
pre-requisites taken or other courses in the field.” 
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4. Attention should still be paid to the fact that “even within these areas of 
student ratings, student comments can be valuable, but interpreting them is 
troublesome.” 

 
5. Appropriately focused questions contained in the FCS to provide 

information about a student’s experience and background information 
include none from the University Standard Questions, and six from the 
Optional Course Specific Questions:  

a) Optional Course Specific Question, Laboratory Courses Question 
#3 “I feel free to ask for assistance and to ask questions.” 

b) Optional Course Specific Question, Laboratory Courses Question 
#8 “Lab assignments are interesting and stimulating.” 

c) Optional Course Specific Question, Discussion/Tutorials/Seminars 
Question #4 “Discussion in this course is stimulating.” 

d) Optional Course Specific Question, Discussion/Tutorials/Seminars 
Question #7 “I feel encouraged to participate in the discussions.” 

e) Optional Course Specific Question, Clinical/Field Placements 
Question #1 “Prior coursework prepared me to handle the clinical 
tasks.” 

f) Optional Course Specific Question, Other Course Elements 
Question #2 “I am evaluated for my individual contribution to 
group work in this course.” 

g) *Note that while these questions are focused on areas of classroom 
experience students are able to comment upon, ratings themselves 
are still not measures in evaluating teaching effectiveness, nor are 
they formative in nature without accompanying qualitative 
questions seeking comments that inform why a student 
experienced the course in a given way. 

 
6. Inappropriately focused questions include all others in the FCS, and as 

such should not be asked at all, or in current form. Here I offer a detailed 
breakdown of the University Standard Questions and the areas of foci they 
inappropriately address or invite bias. Every Optional Course Specific 
Question falls into one or more of these same categories - other than those 
few mentioned specifically in the section above. 

 
a) As explained in section B #3 of my expert report: “Students should 

not be used to rate the adequacy, relevance, and timeliness of the 
course content nor the breadth of the instructor’s knowledge and 
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scholarship.” 
(1) University Standard Question #1 “The instructor is 

knowledgeable about the course material.”  
 

b) As explained in section B #3 of my expert report: “Most students 
lack the expertise needed to comment on whether the teaching 
methods used were appropriate for the course.” And, as explained 
in section D #2 of my expert report: “SET are affected by gender 
biases and stereotypes … and result in lower ratings on every 
aspect of teaching, including putatively objective measures.” 

(1) University Standard Question #7 “The course 
handouts/postings contain all of the information I need 
about the organization and operation of this course.” 

(a) The choice of handouts/postings, and their 
organization into the operation of a course is a part 
of the teaching method used by an instructor. It is a 
choice of content delivery, much like the choice of 
lecture versus discussion. Teaching methods of all 
kinds and forms matter, and most students do not 
possess the expertise necessary to comment on it. 

(2) University Standard Question #11 “The course is well 
organized and managed.” 

(a) Whether a course is organized and managed well 
fall under the purview of teaching methods. 
Different pedagogies drive organization and 
management of a class in uniquely different and 
varied ways. How an instructor organizes and 
manages a course relying heavily on Project-Based 
Learning would be different than a course relying 
solely on lecture. Most students do not have the 
expertise to comment upon this, and many other, 
necessary distinctions.  

(3) University Standard Question #14 “The way this course is 
taught helps me to learn.” 

(a) Most students lack the expertise to comment upon 
their learning in a course, and in fact most confound 
their relative experience with learning. There is no 
compelling correlation between student learning 
and more highly rated instructors.  
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(b) Most students lack the expertise to comment on any 
aspect of a course or instructor, meaning in addition 
to the topic of learning, the phrasing of “this 
course” and “is taught” are areas students should 
not be asked to comment upon.  

 
c) As explained in section B #3 of my expert report: “Most students 

lack the expertise needed to comment on … if the content covered 
was appropriate for the course.” 

(1) University Standard Question #4 “Concepts are clearly 
explained with appropriate use of examples.” 

(a) Most students lack the expertise to comment on any 
aspect of a course or instructor. The phrasing of 
“Concepts are clearly explained…” asks students to 
do exactly this - to comment upon how the 
instructor explains concepts, instead of how they 
individually experienced concept explanations.  

(b) The choice and use of examples is part of the 
content covered in a course. Content is not 
restricted the concepts themselves. It is and should 
include the breadth and depth of how those concepts 
are covered - meaning that examples provided to 
illustrate those concepts are course content. Most 
students lack the expertise to comment on the 
appropriateness of course content, and therefore the 
use of examples as well. 

 
d) As explained in section B #3 of my expert report: “Most students 

lack the expertise needed to comment on … if methods of student 
engagement used were appropriate to the level and content of the 
course.” 

(1) University Standard Question #3 “The instructor stimulates 
my interest in the subject.” 

(a) This question in particular is poorly worded, since 
students can comment upon their engagement or 
boredom - but not the cause of it. It asks the student 
to comment on the instructor’s impact on their 
interest, which invites bias and confounding factors. 
If it asked about the student’s interest alone, it 
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would be more appropriate. 
 

e) As explained in section B #3 of my expert report: “Most students 
lack the expertise needed to comment on … if the assignments 
were appropriate for promoting and assessing their own student 
learning.” 

(1) University Standard Question #8 “The assessment methods, 
including tests, provide a fair evaluation of my learning.” 

 
f) As explained in section B #3 of my expert report: “Most students 

lack the expertise needed to comment on … if what they learned 
has real world application, [and] if what they learned will help 
them in future classes.” 

(1) University Standard Question #13 “This course provides a 
valuable learning experience.” 

 
g) As explained in section B #3 of my expert report: “Most students 

lack the expertise needed to comment on … if the type of 
assistance, help or support given to students was appropriate to the 
learning goals of the class.” 

(1) University Standard Question #6 “I get constructive 
feedback on my assignments.” 

(a) While the phrasing appears to be focused on the 
student experience, the area of question focus is 
inappropriate. The question asks for a judgment 
about the helpfulness of instructor feedback on 
assignments, with the implication that it is helpful 
to the learning goals of the class - of which 
assignments should be directed. However, most 
students lack the expertise to comment on the type 
and quality of help in relation to the learning goals; 
in this case, help in the form of constructive 
feedback.  

 
h) As explained in section B #3 of my expert report: “Most students 

lack the expertise needed to comment on … if the course instructor 
was excellent, average or poor overall.” 

(1) University Standard Question #15 “Overall the faculty 
member was effective.” 
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i) As explained in section D #1 of my expert report: “Personal traits 

[and bias] that are considered strongly related to SETs have been 
shown on items related to instructor fairness [and] professor 
attitude.” 

(1) University Standard Question #9 “Students are treated with 
fairness and respect.” 

 
j) As explained in section D #2 of my expert report: “SET are 

affected by gender biases and stereotypes … and students rated a 
male instructor higher especially on ‘enthusiasm,’ ‘showed interest 
in the subject,’ and ‘using a meaningful voice tone.’” 

(1)  University Standard Question #2 “The course material is 
presented with enthusiasm.” 

 
k) As explained in section D #2 of my expert report: “SET are 

affected by gender biases and stereotypes … and result in lower 
ratings on every aspect of teaching, including putatively objective 
measures such as the timeliness with which instructors return 
assignments.” 

(1) University Standard Question #5 “I get timely feedback on 
my assignments.” 

(2) University Standard Question #10 “The class meets as 
scheduled and on time.” 

(3) University Standard Question #12 “The instructor is 
available for consultation as specified on the course 
handouts/postings.” 

 
7. The structure of the mandatory questions, and other optional, questions is 

not appropriate. Asking more general questions first (not to mention the 
flaws within the questions themselves) invites more bias and confounding 
factors into the rating of those items. While not possible to account for, or 
prevent bias on items like these, it can be better approached by designing 
SETs that focus on course-specific experience and inputs first, before 
moving to more generally applicable student experience and input 
questions. In this way, when students rate a general question, it is done so 
after first considering specific aspects of course experience. 
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8. Overall, the FCS is poorly constructed and invites bias in virtually every 
response and rating item. Note the difference between appropriate and 
inappropriate items. Appropriate items ask the student to comment on 
themselves, their background, and their experience only. Inappropriate 
items ask the student to comment on the course or instructor, and the 
impact on them/their learning. These types of questions invite the most 
bias, and include areas of teaching and learning that students do not have 
sufficient expertise to comment upon. 

 
B. The 5-point rating scale 

 
1. A 5-point Scale, or any scale, is not appropriate to utilize in an FCS. The 

number of scale items, and numbers/labels of the items themselves, are 
essentially meaningless. The numbers/labels, and the difference between 
numbers/labels, do not necessarily mean the same thing to different 
students in the same or different courses. They presume that a low rating 
and high rating can balance to make an average rating. For SETs, there is 
no reason any of those things should be true. Giving students more or less 
rating options does nothing to improve the accuracy or reliability of the 
meaning of those numbers/labels. 

 
2. SET ratings are ordinal categorical variables: The ratings fall in categories 

that have a natural order, from worst (1) to best (5). But the numbers are 
labels, not values. Replacing the numbers with descriptions means no 
information is lost. In fact, if ratings are to be used, it would be 
advantageous for the FCS students’ complete to have equivalent full 
descriptive labels and not basic numbers. The advantage of descriptive 
labels, like those reflected in the collective agreement between the 
University and the Faculty Association, makes the temptation to average 
scores and represent teaching by a single number challenging. Any use of 
numbers in the scale reproduces the problems that are to be avoided. 
Regardless, descriptive labels themselves do not mean anything more than 
they otherwise do as highly subjective and relative comments on student 
experience that cannot be compared easily for evaluation purposes, or bias 
accounted for in those ratings. 

 
3. The rating categories used in the FCS are good if scales are used - 

although if used, they should be done with caution and in conjunction with 

7 



qualitative questions in informing an evaluation of teaching effectiveness.  
a) Any rating category should have a clear valuation attached to it so 

students are clear about where their rating falls. Those valuations 
should have a clear label about how evaluation will be interpreted, 
hence the use of descriptive labels.  

b) The rating categories in the collective agreement themselves are 
fine (the numbers used on actual FCS’s are not appropriate), 
except for the label “neither agree nor disagree”. There is a 5-point 
scale, with “neither agree nor disagree” as the #3 item. But, for a 
student to neither agree nor disagree could imply many possible 
factors, including that the question does not apply or they have no 
opinion. To enable this label to exist on the scale as #3 places its 
relative importance at the mid-level of perceived effectiveness or 
student experience. The “neither agree nor disagree” response 
more appropriately should fall outside of the scale completely so as 
not to be construed as a 3 out of 5 and a mediocre rating. It is, in 
fact, a non-rating.  

 
C. FCSs for on-line courses 

 
1. The current FCS would not be appropriate for use in an on-line course. In 

the same way separate course-specific questions are articulated as optional 
items, course-specific modality questions should be utilized in an on-line 
course. On-line pedagogy is nuanced and in many ways fundamentally 
different in its application and approach from in-class pedagogy. This 
should be accounted for in asking questions about student experience 
specific to the online nature of the course, and in a way that would inform 
future improvements to the course and its delivery. 

 
2. For example, appropriate FCS items for an on-line course would include: 

“How many on-line course I have previously taken.” “I have experience 
with the following on-line tools: discussion board, chat, etc. - and to what 
level of experience.” “I was interested in the on-line discussions. What 
was interesting/not interested about them?” “I found the on-line tutorials 
and exercises engaging. What was engaging/boring about them?” “I had 
an easy time adjusting to the experience of an on-line course. Why, or why 
not.” “I utilized course links to web-resources and materials. Why, or why 
not?” 
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I. BACKGROUND  
 

A. After providing an expert report on Student Evaluations of Teaching (SETs) on 
September 30, 2016, and a supplemental report on December 12, 2016, I have been asked 
by the Ryerson Faculty Association to provide an additional Supplementary Report 
assessing what inferences, if any, can be drawn from a low response rate to an SET with 
respect to the quality of an instructor’s teaching.  

 
II. SUMMARY OF OPINIONS 

 
A. Data from SETs and Response Rate 

 
1. Responders are not a random sample and there is no reason their responses 

should be representative of the class as a whole - regardless of how responders 
responded and any patterns in those responses. 

 
2. It is not reasonable to assume non-responders did not respond for any particular 

reason (i.e., because students did, or did not, have a positive experience in the 
course). 

 
3. It is inappropriate to assert any conclusion about teaching effectiveness based on 

SET data with a low response rate. As indicated in my initial report, experts 
recommend that when the minimum standard response rate is not met, the data 
should be interpreted cautiously for personnel decisions (Davis, 2009; Cashin, 
1999; Theall and Franklin, 1990). The lower the response rate, the less useful the 
data, and therefore any conclusions drawn from a low response rate may be 
misleading and unfounded.  

 
B. Response Rate and Quality of Instructor Teaching 

 
1. There is no evidence of a correlation between response rate and teaching quality. 

 
2. The response rate itself is not a source of data to provide insight into teaching 

quality. Response rate helps to inform how valid and useful the data in the SETs 
may be. 

 
3. Ultimately, no inferences can be drawn about a faculty member’s teaching 

effectiveness, or the quality of a course, from a low response rate. In fact, the 
lower the response rate, the less informative the SETs are as a source of evidence 
about teaching effectiveness. 
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